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Abstract. Problem. Today, performance testing is an integral part of the web applications quality as-
surance whose performance failures and performance issues affect the business of their owners.
Goal. The goal of the work is to generalize approaches and methods to improve the quality of web
applications and develop recommendations for improving performance testing using open source
tools. The object of research is the processes of testing web applications. The subject of research is the
approaches, methods and tools of performance testing. Methodology. The study identified the impact
of software performance testing on its quality and its main types, namely load testing, stress testing,
volume testing, stability testing. The main stages of performance testing and their content were identi-
fied. To implement modern automated testing technologies, the advantages and disadvantages of the
most popular tools for testing performance in the modern IT market and continuous visualization of
their results were analyzed and identified. The following factors should be considered when selecting
a performance testing tool: compatibility, scalability, clarity, and monitoring. Time series databases
and visualization tools are used for continuous monitoring of test results together with testing tools.
Results. During the practical implementation of the research results, the goals of different types of
performance testing, indicators of normal operation of the system without exceeding the permissible
limits, test scenarios and test results were identified. Visualization of test results in JMeter is shown
and a board for continuous real-time visualization is created. Originality. The originality of the study
lies in unlocking the potential of open source tools for testing the performance of web applications and
visualizing its results. On the basis of comparative analysis the spheres of application of tools for per-
formance testing are substantiated. Practical value. The practical value lies in the development of
methodological bases for testing the performance of web applications in real time on the example of

the connection of tools Jmeter — InfluxDB — Grafana.
Keywords: testing, web application, performance, load, software quality, quality metrics.

Introduction

Nowadays, performance testing is an integral
part of web application quality assurance. Per-
formance testing is a set of types of testing, the
purpose of which is to determine the efficiency,
stability of resource consumption and other at-
tributes of application quality under different
loads and usage scenarios [1]. Performance test-
ing tries to find possible vulnerabilities and de-
fects in the system during its development in
order to prevent their negative impact on the
operation of the program in use.

Website malfunctions and performance issues
affect the business of their owners. Thus, in 2021,
the largest failure in the history of the Internet
was recorded, when Facebook, Instagram and
WhatsApp stopped working for several hours.
About $ 6,6 billion was lost then, and the compa-
ny’s management had to substantiate itself to
users [2]. There are plenty of such examples.
The Apple Store lost about $ 25 million in profits
due to a 12-hour delay. Delta Airlines canceled
about 2,000 flights and suffered $ 150 million in

losses due to the failure of the computer system’s
operations center for 5 hours.

According to Gartner, the average cost of
downtime for IT giants is about $ 300,000 per
hour of forced inactivity, and in extreme cases
can reach $ 540,000 per hour [3]. Companies are
losing money, but worst of all, they are losing
their business reputation. That is why it is im-
portant for businesses to correctly calculate the
potential load on their websites both in normal
operation and at peak times. Companies turn to
performance testing to find out the causes of
failures, but it must be done in a timely manner.

About 80 % of users admit that they are un-
likely to buy goods or services from a company
whose site “hangs”. This can be illustrated by the
fact that, for example, Pinterest increased site
traffic by 15 % without any marketing costs, only
speeding it up by 40 %, and the BBC found that
they lose 10 % of users for every second of site
load speed [4]. These and many similar examples
emphasize the need to spend money on perfor-
mance testing. Performance testing itself can
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ensure the stability of a web application and im-
prove its quality, so improving the performance
testing process when creating such programs is
important.

Analysis of Publications

Analysis of web application testing technolo-
gies allows to divide them into groups, namely:
functional, aimed at verifying the compliance of
functional requirements of the software to its
actual characteristics, and non-functional, aimed
at verifying properties that do not belong to the
functionality of the system. Non-functional prop-
erties characterize reliability, performance, ease
of use, scalability and security.

Performance testing is one of the key compo-
nents of non-functional testing [5-11], because it
helps to test the behavior of the program in dif-
ferent situations. The system can work effectively
with a certain number of concurrent users, but
may become inoperable with many additional
thousands of users during peak traffic. Perfor-
mance testing help determine the speed, scalabil-
ity, and stability of software. There are different
types of performance testing that simulate possi-
ble user scenarios and record program indicators
of behavior

Performance testing does not necessarily re-
flect defects in the application. It must ensure that
the program works properly regardless of fluctua-
tions in network settings, availability and band-
width or traffic load. This is practically a subset
of performance engineering, as a set of measures
for software development and improving all life
cycle processes of its development, which are
aimed at meeting the requirements of productivi-
ty [12]. Therefore, the development and imple-
mentation of these tests are crucial to ensure the
stability of the web application.

Automating  performance  testing adds
significant benefits to improving the quality of
web applications. There are various tools used for
these purposes, both licensed and open source
[12, 13]. Free tools are of particular interest to
small and medium-sized enterprises. The
advantages of the open source tool Jmeter are
emphasized in [6], and Grinder, NeoLoad, Load-
Runner in [12].

Purpose and Tasks
The goal of the research is to generalize ap-
proaches and methods to improve the quality of
web applications and to develop recommenda-
tions for improving performance testing using
tools for real-time results analysis.
To achieve this goal, it is necessary to dis-

close the impact of software testing on its quality,
determine the metrics and stages of performance
testing, the choice of tools and develop recom-
mendations for the performance testing of web
applications.

The impact of software testing on quality

Software testing is an integral part of any
modern software development methodology. The
essence of the software testing process and its
importance as a component of software develop-
ment are revealed in the literature [14]. The role
of testing is one of the key in the life cycle mod-
el, because it depends on how high quality the
product will reach the customer.

Software testing saves development time and
defect correction costs because the cost of trou-
bleshooting is proportional to the time it takes to
detect it. Fig. 1 shows the impact of software
testing costs on the cost of its quality. Decision
making to increase or decrease the number of
tests can lead to both the detection and omission
of many defects. Therefore, determining the op-
timal number of tests allows you to minimize the
time and cost of testing. The figure clearly shows
that the optimal cost of testing is when it is equal
to the cost of defect correction.

Quality cost

Cost

Quality level

Fig. 1. Dependence of software quality on testing

Recently, the web development market is
gaining momentum. And this trend is only grow-
ing with each passing year, as entrepreneurs’
interest in websites and their mobile versions
grows with the transition to the digital economy.
As mentioned earlier, an important type of web
application testing is performance testing, which
includes [1]:

load testing;

stress testing;

volume testing;

stability testing.

Load testing is performed in order to investi-
gate the possibility of the application to keep the
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specified quality indicators under load within the
specified limits, as well as a certain excess of
these limits to determine the margin of safety.
Sometimes this type of testing is used as a syno-
nym for “performance testing”, but this is not
always legitimate, because performance testing is
a broader concept.

Stress testing is performed to study the behav-
ior of the program with “abnormal” changes in
load in abnormal conditions. It allows you to set
limits on the bandwidth of the application, the
reliability of the system at extreme or dispropor-
tionate loads and answers the73uestionn of the
required performance of the system if the current
load significantly exceeds the expected maxi-
mum.

Volume testing is used to study the perfor-
mance of the program when processing different
amounts of data without increasing the load and
operating time.

Stability testing is performed to make sure
that the program will withstand the expected load
for a long time. During this type of testing,
memory consumption is monitored to assess po-
tential losses. Also, this testing allows you to
detect performance degradation by reducing the
speed of information processing and increasing
the response time of the program after prolonged
use of the application.

Defining metrics and performance
testing stages

For the web application to work successfully,
you need to check:

bandwidth, i.e. how fast the server can process
requests when a different number of users are
connected to the system;

how many simultaneous connections the sys-
tem can process;

what is the system response time, etc.

The bandwidth of the system includes two
components: the number of requests received by
the system per second QPs and the number of
responses (transactions) provided by the system

per second T Ps:
_ P
QPs= T,

where QP - number of user requests,
T, — total query execution time;

TPs=""r,.

where TP —number of system responses,
T, — total transaction execution time.

The number of concurrent connections is de-
termined by the number of concurrent users K.

The response time T, consists of the data
transfer time in the network T,, and the pro-
cessing time T,., (fig. 2):

T. =T + Ty,

where T,, =N; + N, + N3 + N,,
T.o =A; + Ay + Az,
Ay, A3 — server processing time,
A, — database processing time.
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Fig. 2. Components of system response time

Performance testing as a process involves cer-
tain stages that need to be clearly defined before
testing can begin. Usually distinguish the follow-
ing stages [14]:

collecting information for testing;

definition of test environment;

testing planning:

creation of tests;

environment configuration;

testing and visualization;

analysis of results and reporting.

The first step in gathering information about
web application performance involves determin-
ing:
critical functionality to be tested;

expected system response time;

the expected number of users working simul-
taneously with the system;

expected use of system resources;

future growth of the load on the system, etc.

The definition of a test environment includes
the hardware and software and other tools needed
to perform the tests. It is necessary that the test
environment was as close as possible to the real
environment.

Performance testing planning involves actions
aimed at defining the main goals of testing and
the tasks required to achieve these goals, namely
the team of testers, tools, approaches, metrics and
priorities. The schedule of performance testing is
drawn up at this stage.

The creation of tests includes their design, de-
velopment of load models, and generation of test
data and development of test scenarios in accord-
ance with the project.
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The configuration of the environment includes
its configuration both on a separate personal
computer of the tester for cases of small loading,
and a separate usually distributed environment
for considerable loading.

Performing stress testing involves running and
monitoring test results and usually takes several
hours (average two to three hours). If the test is
negative, you need to be able to stop the process
in real time. In addition, during the experiment,
you need to collect the values of many metrics as
the server: response time, bandwidth, and the
system itself: resource loading, system errors,
and so on. To do this, it is convenient to use mon-
itoring systems. They allow you to display all the
results in one place and thus quickly notice the
relationships between different indicators and
decide whether to continue or stop testing.

Collected and analyzed results, identified de-
pendencies are provided to all stakeholders to
make further decisions on the quality of the ap-
plication.

Rationale for choosing testing tools, storing
and visualizing results

The following factors should be considered
when choosing a performance testing tool:

interoperability,

scalability,

clarity,

monitoring.

Interoperability. Keep in mind that the tools
will be used in general in the company, not just
for an individual project. Therefore it is neces-
sary to consider in addition the following factors:

protocols used by the system and which of
them will be checked:;

interfaces to external components such as
software components, or possibly to full integra-
tion, for example in the CI process;

interoperability with platforms and their ver-
sions used to host tools and platforms with which
tools interact to monitor and create loads.

Scalability. Performance testing should allow
you to track how software is behaving under
pressure and provide information on how it can
handle scalability.

Clarity should be taken into account given the
technical knowledge required by professionals to
use the tool. This is often ignored and can lead to
unqualified testers setting up tests incorrectly,
which in turn can lead to inaccurate results. Some
open source testing tools require coding skills.
The team must make sure that the tester has the
necessary skills, experience and training for test-
ing, which requires complex scenarios and a high

level of programming and configuration.

Monitoring is taken into account for its suffi-
ciency. In addition, find out the availability of
other monitoring tools available in the environ-
ment and which can be used to supplement with
this tool. Determine whether monitoring can be
correlated with certain operations.

There are many tools on the market for load
testing: Kinsta APM, WebLOAD, Apache
Jmeter, LoadNinja, Loadero, SmartMeter.io,
StormForge, LoadView, NeolLoad, LoadUl Pro,
Silk Performer, AppLoader, Gatling, BlazeMeter,
Rational Performance Tester, k6, Eggplant,
Loadster, Akamai CloudTest, Parasoft Load Test,
Locust, Grinder, Loader.io, LoadStorm, Solar-
Winds, Test Studio, Taurus [13]. Therefore, there
is a need to justify their choice. Among the most
popular tools that meet the need for performance
testing are: Apache Jmeter [15] and Loadrunner
[16]. They are the market leaders and are popular
among testers and developers of leading IT com-
panies.

Table 1 compares Apache Jmeter and Load-
runner performance testing tools.

The main difference between the Jmeter and
LoadRunner tools is the openness of the software
and its price. Jmeter is open source software that
can be easily downloaded from the official web-
site. LoadRunner software is available as a paid
version, and the user must pay for its use.

Table 1 — Comparison of performance testing tools

Specifications| Apache Jmeter Loadrunner
Cost Free - Community Edi-
tion free for 50
users,
- $0.56 per virtual
user per day
Code Open Micro-Focus (HP)
Platforms and | Java objects Web services,
protocols Servlets .net,
FTP server J2EE,
queries SAP,
HTTP Siebel,
SOAP PeopleSoft,
Pearl scripts Wireless media
and other and other
User interface | Comfortable Comfortable with
simple complex structure
Functionality | Limited Powerful
Function set- | Yes No
tings
Users Developers, Medium and large
small and medi- | companies
um companies

Another difference between benchmarking
performance testing tools is supported platforms.
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Jmeter can support a variety of platforms, such as
Java objects, servlets, FTP servers, database que-
ries, HTTP, SOAP, Pearl scripts, and more. It can
be easily run for testing on all mentioned plat-
forms. LoadRunner can support platforms such as
web services, .net, J2EE, SAP, Siebel, Peo-
pleSoft, wireless media, and more. And all of
these platforms can be used to test performance.

Another difference between Jmeter software
and LoadRunner is the user interface. The user
interface in Jmeter is user-friendly, but less expe-
rienced and has fewer features than LoadRunner.
The LoadRunner toolkit is technically more ad-
vanced and has more advanced functionality but
the user interface structure is more complex
compared to Jmeter.

Another difference between Jmeter software
and LoadRunner is the configuration of software
features. Jmeter is an open source tool, so it pro-
vides functionality to customize existing features
and modify them as required. LoadRunner is not
open source, so you have to use existing func-
tions.

Thus, both tools have their advantages and
disadvantages, but they remain market leaders in
performance testing. Loadrunner will be the best
choice for large businesses and Apache Jmeter
for small and medium. Therefore, the Apache
Jmeter tool will be used for further research.

Jmeter can save the results of each test to
files, but after a long time the number of files will
be too large. Also, Jmeter generates an extended
report only after the tests are completed, so de-
tailed error logs can only be analyzed after the
test is completed. But the development team and
any stakeholders need to have this information at
all times during testing. This will allow you to
track test results such as slow transactions, in-
formation about API query errors in real time.
This is especially true during long tests, because
defects can be detected in the test system at the
beginning of testing, which leads to the inexpedi-
ency of further testing.

Therefore, the next step is to choose the tools
for easier storage of test results and their contin-
uous visualization, which will allow monitoring
of test results in real time. Typically, non-
relational databases are used to store results,
which will write real-time test logs to a spread-
sheet, and then these data are visualized by a
graphing tool.

In the practice of performance testing usually
use one of the following approaches [17, 18]:

- InfluxDB Tta Grafana;

- Elasticsearch, Logstash Ta Kibana (ELK).

To choose the tools for storing and visualizing

the results, their functional features were ana-
lyzed (table 2).

Table 2 — Comparison of functionality

Functionality ELK | Grafana
Input data formats ++ +
Built-in integrations +++ +
GUI data streams ++ +
Parsing named +++ a
Input data processing and ++ a
enrichment

Processor templates ++ a
Data visualization +++ +++
Alert p +
Own agents + +
Expansion opportunities +++ +
Documentation ++ ++
Installation process + +

In the table, the signs "+" indicate the pres-
ence of a functional with increasing degree of
capabilities, the sign "a" means that this func-
tionality is provided by agents, the sign "p" —
paid functionality. The analysis of the considered
software solutions revealed a trend on delegation
of functionality of primary processing of logs to
the local agents that simplifies functionality as it
is already visible on Grafana's example.
For ELK, there is a trend of gradually reducing
free functionality and the emergence of more and
more paid. ELK-stack is the most full-featured
solution, but the alert is only available in paid
versions. Grafana is the simplest and most frivo-
lous solution and is suitable for solving narrow
problems related to metric data analysis. There-
fore, the approach using free tools was chosen:
database - InfluxDB and Grafana visualization
tool.

Performance testing with Apache JMeter,
InfluxDB and Grafana

The study of load testing processes focused on
the need to reduce economic risks and take into
account all the necessary business and technical
components. It was determined to conduct all key
performance tests, the components of which are
listed in table 3.

Performance testing metrics and metrics were
determined according to web application quality
requirements. The requirements are listed in Ta-
ble 4, and the most important metrics for identi-
fying problems are in table 5.

The test collections were created based on the
test scripts created in Apache Jmeter. Also,
groups of test users for stress testing under nor-
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mal conditions, as well as for stress loads were
prepared.

Table 3 — Functional objectives

Type of testing Objectives
Load Assessing  software  response
speed
Assessing work speed of hard-
ware
Measurements on the number of
users
Defining productivity limits
Stress Assessing  software  response
speed

Assessing hardware speed
Assessing the ability to restore
the system

Assessing the stress loads impact

Volumetric Assessing the dependence of the
system on the size of the pro-
cessed data
Assessing the number of simulta-
neously working with the system
users
Assessing the capabilities of data
warehouses

Stability Memory loss assessment

Detection of errors related to data
collection

Assessing the stability of work
for a long time

Table 4 — Load testing requirements

Testing option Value
Active users limit 200
Number of flows 50
Response time 15 sec.
Bandwidth 1 Mbps
Server memory usage 500 megabytes
Number of records read/written | 1000 records
to the data warehouse at the
same time

Table 5 — Load testing metrics

Name Definition

CPU usage Determines how much time from
the specified interval was spent by
the processor on the calculation

Memory Auvailability of physical memory for

usage processing in the system

Bandwidth The highest possible data transfer
rate in the network

Response The time between user queries and

time application responses

Speed hits The speed of loading application
pages per second

Active  ses-| The maximum number of sessions

sions that can be activated at one time

The parameters used to test the normal load
on the system are shown in table 6. Expected test
result: responses to the queries were received
correctly, the response delay is not more than 5
seconds.

Table 6 — Indicators of normal operation of the system
without exceeding the permissible limits

Ne Value

200 users log in to the site at the same time

2 | All users change the page from 1 to 10 sec-
onds

Users leave a request for a consultation

4 | Users periodically create orders

w

Graphs of queries (fig. 3) and responses to
system queries (fig. 4) were obtained after run-
ning the test in JMeter. Fig. 3 shows the maxi-
mum number of requests processed per second in
green and the minimum number in red. Fig. 4
shows the maximum number of system responses
per second in yellow and the average in green.
Their analysis shows that our system processes
an average of 30 requests per second, and the
median response to the request is 63 millisec-
onds, which meets our requirements.

Total Requests per Second
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Fig. 3. Number of requests processed per second
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Fig. 4. The number of system responses per-
second

A Dashboard was created to visualize the re-
sults in Grafana. It allows you to track their dy-
namics throughout the time of performance test-
ing (fig. 5). There are four graphs on the board
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that show the results of system performance test-
ing when processing requests from two sites in
Chrome: histogram of the number of requests per
second (by status); graphs of the number of re-
quests per second (by instances); latency percen-
tiles of request (green for 99 percentiles, yellow
for 50 percentiles, and blue for average); distribu-
tion of request latency.

HEOo O Eemann

L]
a
+
Ll
L
a
-
0

Fig. 5. Visualization of results in Grafana

Modification of indicators occurs with each
new pass of test scenarios.

The interactive dashboards helps track per-
formance degradation during testing and
identify system vulnerabilities on each of
the measured metrics. Analysis of the results of
the prepared test scenarios for all types of per-
formance testing makes it possible to determine
the readiness of the system for active use, as well
as its quality in accordance with the require-
ments. The results of performance testing accord-
ing to the developed test scenarios are shown in
table 7.

The conducted allows us to draw the follow-
ing conclusions. The system passed most of the
testing scenarios successfully. But checking the
time to refresh the application page after pro-
longed inactive use and checking the execution
time of database transactions in stressful situa-
tions were not passed.

Table 7 — Testing results

Ne Test scenario Expected result Yes/No
1 2 3 4
Load testing

1 | Check the operation of the system while the normal number of Work without failures Yes
users are

2 | Check the system operation while a normal number of users are Work without failures Yes
with the authorization page

3 | Check the speed of processing the request to the server with a Processing speed in an ac- Yes
normal number of requests ceptable range

4 | Check the application response time for a normal network The response time is in the Yes
connection acceptable range

5 | Determine the maximum number of users that the program Maximum number of users Yes
can work with before it shuts down when working without failures

6 | Check database execution time when 500 records are read/written | Execution time in an accepta- Yes
at one time ble range

7 | Check database execution time when 1000 records are read/written | Execution time in an accepta- Yes
at one time ble range

8 | Test CPU and memory usage by the application and database | Use of resources in the normal Yes
server under normal load range

9 | Check the application response under normal load Response time in the normal Yes

10 | Check the response time of the application under low load Response time in the normal Yes
conditions range

11 | Check the response time of the application under moderate Response time in the normal Yes
load range

Stress testing

12 | Check the operation of the system while interacting with an System shutdown Yes
excessive number of users

13 | Check the operation of the system while interacting with an System shutdown Yes
excessive number of users with the authorization page

14 | Check the speed of processing the request to the server in case | Requests are processed in turn Yes
of excessive number of requests

15 | Check the response time of the downloaded program with a Response time in the normal Yes
slow network connection range

16 | Check the runtime of the database when 1500 entries are read Execution time in an accepta- No
or written simultaneously ble range
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1 2 3 4

17 | Check CPU and memory usage by program and database The system stops working Yes
server under overload

18 | Check the response time of the program under overload condi- Response time increases Yes
tions

Volume testing

19 | Check the system operation when simultaneously downloading File uploaded successfully Yes
files to the warehouse with a nor-mal number of downloads and
with a file of normal size

20 | Check the operation of the system when uploading files to the File upload declined Yes
warehouse with an excessive number of downloads and with a
file with an excessive volume

Stability testing
21 | Check for memory loss during peak system interactions The system is working Yes
properly

22 | Check the load time of the application page during peak inter- File upload declined Yes
action

23 | Check the refresh time of the application page after an hour of | The page reloaded successful- No
inactive use ly without delay

24 | Check page refresh time during peak user interaction The page reloaded successfully Yes

without delay

The results of load testing indicate a high lev-
el of quality of the software product in terms of
performance in accordance with the require-
ments. Most of the test scenarios were passed
with success. These results indicate the readiness
of the system for active use at high and stressful
loads.

During the testing process, defects that affect-
ed system performance and could affect financial
losses due to temporary unavailability of the sys-
tem for customers were identified. Performance
and load testing has prevented these risks and
identified system vulnerabilities that need to be
addressed to further scale the software product.

Conclusion

Digitalization of the business contributes to
the further spread of web applications, the quality
of which is directly related to performance
testing. Performance testing involves researching
a system with different loads and monitoring the
test results and usually lasts several hours.
If testing gives negative results, it should be
possible to stop the process in real time to reduce
the cost of unnecessary testing.

Many metrics of the system need to be
collected during the experiment. The use of a
monitoring system during testing allows you to
quickly determine the relationships between
different indicators and decide whether to
continue or stop testing.

An approach to web application performance
testing is proposed, which will provide
continuous monitoring of performance test results
through the use of technologies for storing test

results and their visualization. The choice of test-
ing tools was justified, namely Apache Jmeter —
for performance testing, InfluxDB — for storing
test results, Grafana — for creating dashboards
with results. The proposed approach is described
by a real example.
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IMigxoam 10 TecTyBaHHA MPOXYKTHBHOCTI
Be®3acTOCYHKIB i Bizyauaizaunii pesyabrartiB y pea-
JBHOMY 4aci

Anomauia. Jlocniosceno éniug mecmysants npooyK-
MUBHOCMI NPOSPAMHO20 3a0e3neyents Ha 1020 AK-
icmo. [na 6npoeadcents cyuyacHux mexmonoeii ag-
MOMAMU308aHO20 MeCMy8anHs OYIU NPOaHaANi308aHi
Ul BU3HAUEHI nepesazu ma HeOOAIKU HAUOLIbUWL NONYJisi-
pHux Ha cyyacwomy IT-punky iHcmpymenmanbHux
3ac00i6 mecmysanHsa NpoOyKMusHOCmi U 8i3yanizayii
ixuix pesynomamis, w0 GUKOPUCMOBYIOMbCS 015 De3-
nepepeHo20 MOHIMOPUHEY 6 PECUMI PeanbHO20 Yacy.
Busnaueni yini pisnux 6uoie mecmygeanus npooyKmue-
HOCMi, NOKA3HUKU HOPMATIbHOL pobomu cucmemu 6e3
nepeguujerHs OONYCIMUMUX MeHC, HABeOeHi mecmosi
cyenapii ma pezynomamu mecmyeauns. Illokazana
sizyanizayis pesyibmamie mecmyeanus 6 JMeter ma

cmeopena Oowka 011 Oe3nepepsHnoi eizyanizayii 6
PeanbHoMy Yaci.

Knwuosi cnosa: mecmysanns,
NPOOYKMUBHICMb, HABAHMANCEHHS,
NPOSPAMHO20 3a0e3neueHHs, MempuKu aKOCmi.
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