Bicuuk XHALY, Bun. 92, 2021, 1. 1

YK 629.33:681.51

DOI: 10.30977/BUL.2219-5548.2021.92.1.39

OVERVIEW OF PYTHON LIBRARIES FOR ANALYSIS
GEOGRAPHICAL DATA

Pronin S.
Kharkiv National Automobile and Highway University

Abstract. The article analyzes the possibility of using specialized libraries of the Python language for
processing and analyzing data in geographic information systems. The article analyzes the main di-
rections for the application of the methods of intelligent systems in the processing of geoinformation,

and also considers the tools for the analysis.
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Introduction

Today, systems that link heterogeneous in-
formation to geographic and topographic data
are widely used. Such systems are called geo-
graphic information systems (GIS). In these sys-
tems, issues related to the processing and analy-
sis of information are of great importance. To
solve this problem, at the present stage, various
methods of artificial intelligence, statistical
analysis, machine learning and work with "big
data" are used. To apply these methods within
the framework of programming languages, vari-
ous specialized libraries have been developed
that allow you to create custom applications.

The purpose of this work will be the choice
of tools for data analysis in geo-information sys-
tems. The objectives of the research are the
analysis of libraries for processing and analysis
of geographic data. This article provides an
overview of the corresponding Python toolkit.

Analysis of publications

When analyzing publications devoted to the
application of the methods of intelligent systems
for processing geographic information, the fol-
lowing works can be distinguished — [1-7].

Based on the analysis of these sources, it can
be concluded that the intellectualization of a GIS
is understood as the introduction of artificial
intelligence methods and tools into its composi-
tion.

Also today, a rich toolkit has been developed
for data mining and machine learning [8-11].
This makes it possible to create integrated sys-
tems for storing and structuring geo-information
and systems for its analysis.

The introduction of artificial intelligence
methods into GIS at various stages of data pro-
cessing and analysis can be divided into several
directions:

— search algorithms and data recognition. At
this stage, the problem of recognizing structures

and objects is being solved, as well as the im-
plementation of intelligent search;

— algorithms for data analysis and interpreta-
tion. This stage involves the use of various heu-
ristic algorithms for data management and anal-
ysis algorithms. At this stage, the analysis model
is selected, the results are interpreted and the
forecast function;

— creation of interfaces for providing infor-
mation. It is a decision support system based on
the results obtained when solving previous prob-
lems.

All of the above tasks can be solved with the
help of the developed tools for creating intelli-
gent systems [1-7].

Among the main tasks of intelligent systems
are [12]:

— recognition — the ability of a system to
classify an object or phenomenon with which it
encounters in solving its problems;

— training (in terms of the scientific direction
«machine learning») — the systematic training
of algorithms and systems, as a result of which
their knowledge or quality of work increases
with the accumulation of experience;

— knowledge engineering is a scientific di-
rection that studies algorithms and methods for
modeling human knowledge that can be used in
the process of training a system or in the pro-
cess of logical inference;

—  hese tasks can be used at any stage of
the analytical process, both singly and in various
combinations, depending on the task.

Application of artificial neural networks
for solving the problem of image recognition
and classification

A feature of building geoinformation systems
is the need to divide the map into functional lay-
ers. To solve this problem, it is possible to use
various methods of image recognition, which
will allow you to select different objects on the
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maps and divide them according to their func-
tional purpose.

Modern image recognition systems are a set
of special mathematical methods that allow you
to find the desired object in the resulting image.
The actual recognition problem can be divided
into two subtasks [13]:

— selection of the desired object in the video
stream;

— object classification (recognition).

Accordingly, methods for solving the prob-
lem can be divided into two groups: methods
that allow you to select a fragment and methods
that allow it to be recognized and classified.

To solve the first subproblem, various filter-
ing methods are used, such as the Sobel opera-
tor, Laplace operator, Kenny’s boundary detec-
tor, and others. These methods can be used if the
task is to select the object we need [13].

Since after isolation, it is necessary to pro-
lime recognition and classification, the use of
methods of the first group is not sufficient. To
solve this problem, various machine learning
methods are used [13].

Among them, the most widespread today are
artificial neural networks (ANNS).

The advantages of using ANN include:

— the ability to solve a wide range of tasks re-
lated to pattern recognition;

— can be applied to the recognition of any
types of objects, both two-dimensional and
linear;

— one network can recognize several images
at once;

— the possibility of retraining or additional
training in the process;

— the ability to work with noisy data;

— good scalability.

Among the shortcomings, one can single out
the low speed of work, especially at the training
stage, which, as a rule, is associated with the
need to configure the network.

In general, setting up a neural network for
recognition and classification will have the fol-
lowing steps:

1) formation of a training sample;

2) submitting training examples to the net-
work input;

3) network training;

4) checking network operation on a test
sample.

If, after the fourth stage, the network will
stably solve the task, then it is considered
trained and ready to work.

Toolkit for creating machine
learning systems

The most common tools for working with big
data analysis today are the R and Python pro-
gramming languages, as well as a set of related
machine learning and data manipulation libraries
[8-11].

Programming language R — a programming
language designed for statistical processing of
data and working with graphics, but at the same
time it is a free open source software environ-
ment developed by the GNU project. R has be-
come widespread in areas where work with data
is carried out. The main computing power of R
lies in statistical analysis, but it also has exten-
sive functionality for primary data analysis
(plotting graphs and contingency tables) and
mathematical modeling.

Programming language Python — a high-
level general-purpose interpreted scripting lan-
guage. When developing in the Python lan-
guage, great attention is paid to the simplicity
and clarity of syntax, which not only reduces the
time spent learning its basics, but also increases
the speed of development in general [8].

These are not all the advantages of this lan-
guage, the main ones are:

—  object-oriented;

— free distribution and broad support;

— cross-platform;

— advanced functionality.

The language is cross-platform thanks to its
implementation in portable ANSI C, which al-
lows programs written in Python to compile and
run equally well on any platform where a com-
patible version of Python is installed.

The hybrid nature of Python combines the
simplicity and convenience of scripting lan-
guages with the power of compiling languages
to make Python a convenient tool for developing
all kinds of applications. However, the greatest
efficiency of the language is achieved when
solving problems of data analysis and automa-
tion of processes. Python is widely used in re-
search projects. The Python programming lan-
guage has powerful built-in tools (built-in object
types and dynamic typing, automatic memory
management) and the ability to use external li-
braries and third-party utilities to solve more
highly specialized tasks.

Python is used not only by individual users,
but also by companies, including commercial
use. For example:

— Google uses Python extensively in its
search engine and to build its App Engine
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framework. Also Google has developed a free
library for machine learning — Tensor Flow;

— YouTube’s video sharing service is largely
implemented in Python — manufacturers of elec-
tronic devices and computer components (such
as Intel, Cisco, Hewlett-Packard, Seagate, Qual-
comm, and IBM) use Python to test hardware;

— a geographic information systems company
(Environmental Systems Research Institute) us-
es Python as a tool to customize its software
products to the needs of the end user.

Library scikit-learn. Due to its widespread
distribution, Python has gathered around itself
an active community of developers who, within
the framework of various projects, develop
modules for highly specialized tasks [9].

The development of this library is one of the
reasons for the popularization of the use of the
Python language in the field of data analysis
using machine learning methods.

The scikit-learn library provides implementa-
tions of a number of algorithms for both Super-
vised learning and Unsuoervised learning.

Scikit-learn is built on top of the SciPy (Sci-
entific Python) stack, which includes:

1) NumPy — is a library for the Python pro-
gramming language that supports large, multi-
dimensional arrays and matrices with a large
collection of high-level mathematical functions
to work on these arrays.

NumPy is open source software with many
members. NumPy is aimed at implementing the
Python reference program, which is a bytecode
interface optimizer. Mathematical algorithms
written for this version of Python often run
much slower than compound equivalents.
NumPy partially solves the problem of slowness
by providing multidimensional arrays and func-
tions and operators that work efficiently on ar-
rays, requiring you to rewrite some code, mostly
internal loops with NumPy.

The main functionality of NumPy is its
«ndarray» — the data structure for an n-
dimensional array. These arrays have a strict
memory view. Unlike the built-in Python list
data structure, this array must have all elements
of the same type. Such arrays can also view the
memory buffers allocated by the C / C ++,
Cython, and Fortran extensions to the CPython
interpreter without having to copy the data
around, providing compatibility with existing
number libraries. NumPy has built-in support for
ndarrays mapped to memory;

2) SciPy — an open source library of high-
quality scientific tools for the Python program-
ming language;

3) Matplotlib — Library in Python program-
ming language for data visualization with two-
dimensional (2D) graphics (3D graphics are also
supported). The original images can be used as
illustrations in publications. Matplotlib is a flex-
ible as well as easily configurable package that,
along with other libraries such as NumPy, SciPy
and IPython, provides features similar to
MATLAB. The package can support the follow-
ing types of graphs and charts: scatter plot, line
plot, histogram, bar chart, pie chart, contour
plot, bar chart. stem plot, quiver fields and spec-
trograms;

4) IPython is an interactive shell for the Py-
thon programming language that provides ad-
vanced introspection, additional command syn-
tax, code highlighting, and auto-completion
Sympy is a library for working with symbolic
computations;

5) Pandas implements various data structures
and analysis.

The scikit-learn library consists of 35 mod-
ules, which can be subdivided into clustering
modules, modules for evaluating the model and
quantifying the quality of forecasts, modules for
working with datasets (preprocessing, normali-
zation), modules for working with features (ex-
traction and identification of the most signifi-
cant), modules that implement various algo-
rithms for solving problems of classification and
regression. Each module consists of classes and
functions and solves problems such as:

— clustering — grouping of unallocated data;

— cross Validation - an assessment of the per-
formance of the model on independent data;

— data sets (Datasets) — for storing test data
sets and for generating data sets with certain
properties for studying the behavioral properties
of the model;

— dimensionality reduction — a set of algo-
rithms for reducing the number of attributes for
visualization and Feature Selection, for example,
Principal Component Analysis;

— algorithmic  compositions  (Ensemble
Methods) — a set of methods for combining pre-
dictions of several models;

— feature extraction — the process of defining
attributes in data;

— feature selection — a set of algorithms for
identifying significant attributes on the basis of
which the model will be built;

— algorithm parameter optimization (Parame-
ter Tuning) — methods to get the most effective
output from the model,;

— multiple learning (Manifold Learning) — an
approach of non-linear reduction of data dimen-
sion.
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Separately, it is necessary to highlight the
methods that implement training with a teacher
(Supervised Models).

This set of methods includes:

— generalized linear models;

— discriminate analysis methods;

— naive bayes classifier;

— neural networks;

— support vector machines;

— decision trees.

Library TensorFlow. An open software li-
brary for machine learning, developed by
Google to solve problems of building and train-
ing a neural network in order to automatically
find and classify images, reaching the quality of
human perception. Designed to work with deep
neural networks, such as convolutional and gen-
erative adversarial networks [10].

Calculations in TensorFlow are performed
using data-flow graphs. In these graphs, the ver-
tices are mathematical operations, while the
edges are data that are usually represented as
multidimensional arrays or tensors that are re-
ported between these edges.

By opening the source code of the
TensorFlow machine learning library, Google
has simplified the process of building and de-
ploying complex neural networks. TensorFlow
does not allow every developer to benefit from
the fruits of machine learning, but offers APIs
for Python and C/ C ++ that allow you to con-
nect to the developer’s program.

This type of machine learning is designed
exclusively for research purposes, but thanks to
open source software like TensorFlow, the com-
pany gets powerful tools to use its own data and
process it in a cheap cloud environment.
TensorFlow libraries significantly simplify the
integration into applications of self-learning el-
ements and functions of artificial intelligence,
designed for speech recognition, computer vi-
sion or natural language processing. Of course,
TensorFlow is not the only deep learning li-
brary, but like Google’s search engine, it is con-
sidered the best in its class.

TensorFlow was conceived for Deep Learn-
ing, where the user builds the neural network
architecture he needs. But the library also allows
you to work with statistical algorithms for ma-
chine learning, although it does not provide
them directly out of the box, that is, they also
need to write yourself, and TensorFlow provides
tools for this.

Library eo-learn. This is an open source Py-
thon library that uses images from artificial earth
satellites to intelligently analyze data using Py-
thon machine learning libraries [11].

The library uses primitives from the numpy
and shapely libraries to store and manipulate data
from satellites.

Currently there are the following packages:

— eo-learn-core — the main package that im-
plements the basic building blocks (EOPatch,
EOTask and EOWorkflow) and commonly used
functions;

— eo-learn-coregistration — a package that
deals with joint registration of images;

— eo-learn-features — a set of utilities for re-
trieving and manipulating data properties;

— eo-learn-geometry — geometry package
used for geometric transformation and transfor-
mation of vector and raster data;

— eo-learn-io — | / O packet that deals with
obtaining data from Sentinel Hub services or
local persistence and loading data;

— eo-learn-mask — package used for data
masking and cloud mask computation;

— eo-learn-ml-tools — various tools that can
be used before or after the machine learning
process;

— eo-learn-visualization — visualization tools
for the main elements of eo-learn.

Conclusions

In geographic information systems, issues re-
lated to the processing and analysis of infor-
mation is of great importance. To solve this
problem, it is possible to use various methods of
artificial intelligence, statistical analysis, ma-
chine learning and work with «big datax.
To apply these methods within the framework of
programming languages, various specialized
libraries have been developed that allow you to
create your own applications. Among them, the
most promising are artificial neural networks
(ANNS).

For practical implementation, it is possible to
use tools for data mining systems and machine
learning. This makes it possible to create inte-
grated systems for storing and structuring geo-
graphic information and systems for its analysis.

The most common tools for working with big
data analytics today are the Python program-
ming language, as well as a collection of ma-
chine learning and data libraries such as scikit-
learn, TensorFlow, and the eo-learn specialized
library.
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AHaJji3 6i6aiorek moBu python 3 meroro ouinro-
BaHHA reorpaiuHux JaHuX

Anomauyin. HuHi 3naunozco nowupenuss ompumanu
cucmemu, AKi Micmams pisHOMAHIMHY Hopmayio
w000 2eocpagiunux i monoepagiunux danux. Taxi
cucmemu HA3UBAIOMbCA  2e0THOOPMAYIIHUMU  CUC-
memu (['IC). 3a ixuvoio donomozo eupiwyioms nu-
MauHs, N08’A3aHi 3 00pOONeHHAM | aHaNi30M
ingopmayii. /[na eupivienns yb020 3a60anHs HA C)-
YACHOMY emani 3acmocogyioms PI3SHOMAHIMHL Me-
Mmoou  WMyyHo2o  IHMeNeKmy, CMAamucmuyHo2o
AHANI3Y, MAUWUHHO20 HABYAHH MA pobOmuU 3 «8eiu-
Kumu oanumuy. [[na 3acmocy8anns yux memoois Ha
OCHO8I MO8 NpOcpamy8anHs po3poOIeHi PI3HOMAHIM-
HI cneyianizoeani 0OiOniomexu, wo 00380/810Mb
CMBOPIBAMU NPUHAYEH] 01 KOPUCMYBAYA NPocpa-
mu. Memorw pobomu € 6ubip iHcmpymenmapiio 0s
aumanizy OaHux y 2eoingpopmayiunux cucmemax. 3a6-
OaHHAMU 00CNIONHCEHHA € ananiz bibniomexa 01a 06-
pobnenns i ananizy eeozpagiunux oanux. Y cmammi
ananizyloms  GIONOGIOHUL THCMPYMEHmapitl.  Mosu
Python. Ha ocnosi ananizy romxpemuux Odicepen
MOJICHA Oitimu 8UCHOBKY, WO IHMENeKmyanizayicio
TIC ¢ enposadocennsn 0o ii cknady memoodie ma
IHCmMpyMeHmie Wmy4Ho20 iHmenekmy. Takodxc Ha
Cb02OOHI PO3p0bAEHO 8ENUKY KLIbKiCMb
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iHCmpymenmapio 0 IHMeIeKMYalIbHO20 AHANIZY
O0anux i MawuHHo20 HasuanHA. Lle dae moocnugicme
Ol CMBOPEHHSI THMEeZPOBAHUX cucmem 30epicanns

ma cmpykmypusayii 2eoingopmayii i cucmem it

ananizy. Ocobausicmio noby0osu 2eoiHpopmayitiHux
cucmem € HeOOXiOHicmb  NOOiny — Kapmu  3d
@ynxyionanvuumu gepcmeamu. J{is supiuents ybo2o
3A80AHHA MOJCHA BUKOPUCTNOBYBAMU DI3SHOMAHIMHI
Memoou po3niznasanHs oopasis, wo 003601UMb GUO-
Kpemumu Ha Kapmax pisHOMaHimui 06’ekmu ma
nooinumu ix 3a QYHKYIOHATbHUM NPUSHAYEHHSIM.
Cyuacui cucmemu po3nisHagaHHs o6pasie € HAbopom
CneyianbHux MamemMamuyHux Memoois, sKi 00360J1s-
oms 8 OMPUMAHOMY — 300padcenHi  3Haumu
nompibnui 06’ckm. Hailbinow po3noecioddicenumu
Ha Ccb0200Hi € wmyyHi HeuponHi mepexci (LLIHM).
o nepesac 3acmocysanns IHC nanescams:

— MOJCIUBICMb BUPTUIEHHS BENUKO020 KOJA 3a6-
O0aHb, N08 A3aHUX 13 PO3NI3HABAHHAM 00paA3ie;

— MOMNCIUBICHb BUKOPUCIMAHHS 0YOb-AKUX MUNI8
06 ’ekmig (K 0806UMIPHUX, MAK [ NHIUHUX);

— 00Ha Mepedca Modice pO3NIZHABAMU OOHOUACHO
Oexinbra 006pasis;

— MOdCIUGiCMb HABUAHHS 8 npoyeci pobomu,

— MOJICIUGICIb POOOMU 3 3AULYMIEHUMU OAHUMU,

— Mawmabo8anicme.

Haibinew  nowupenumu  incmpymenmamu  0nsl
pobomu 3 AHANI30M 8ETUKUX OAHUX HA CbO20OHIUWIHI €
mosu npozpamysannss R i Python, a makooc nabip
N08’A3aHUX 3 YUMU MOBaAMU OIOIIOMEK MAUUHHO20
HasyauHsi i pobomu 3 OaHumu, 30Kkpema bioniomexa
scikit-learn i nosa, ane 6dxce Odocums noOnyIAPHA
cneyianizogana bibniomexa 015 pobomu 3 2e00aHU-
mu eo-learn.

Bce ye 0ae mooicnugicmo 0151 cmeopenist cucmem
AHANI3Y HA OCHOBL 3ACMOCY8aHHS OIONIOMeEK MAWUUH-
HO20 HABUANHS
Kniouosi  cnoesa.  ceoingopmayitina  cucmema,
IHMeNeKmyanbHa CUCmema, MauulHe HAGYAHHSL.
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