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OF NON-DESTRUCTIVE TESTING SIGNALS
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Abstract. In this article the technique of using neural network algorithms in non-destructive control systems is
considered. The block diagram of the neural network system for identification of the safe state of fixed objects is
presented. The topology of the radial basis and the recurrent Elman network for the initialization of neural
structures is determined. Methods and criteria for training the neural network in the process of non-destructive

testing of the object are presented.
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Introduction

The development of the latest non-
destructive testing technologies requires new
approaches to automate the entire testing pro-
cess. Today, on the one hand, the requirements
for non-destructive testing methods are increas-
ing, and, on the other hand, there are no reliable
methods of non-destructive testing with the pos-
sibility of identification, clustering of defects
and prediction of their occurrence. This is not
due to technological problems, but mainly to the
lack of generally recognized scientific methods
for determining the metrological characteristics
of the measuring channels of non-destructive
testing systems.

In addition, it should be noted that all opera-
tions are carried out manually with the use of
specialized programmes and devices, which, in
turn, requires highly qualified specialists. Since
the defect is determined by the expert, this
method is characterized by subjective error. The
method is strictly valid for linear systems, and
the measuring channel of a non-destructive test-
ing system, when air, cracks, voids and other
defects present, may not always be considered
linear. The information processing in the speci-
fied method assumes that the law of distribution
of output signals is normal in practice, but not
always. Therefore, the expert method cannot be
used without limitations for the detection of de-
fects and has a fairly low reliability.

Hence, the need to identify defects by the
methods that would be better than the expert
method on some important practice indicators
emerges. This research is dedicated to the im-
provement of such methods.

The analysis of publications
At present, neural networks in metrology are
used to solve the problems of identification of
objects of measurement and diagnostics and
control in branched measuring information sys-

tems. These areas of neural network technology
are considered in the works of J. Korbicz,
D. Materassi, P.V. Tan [1-2]. In these research-
es, the defects are detected by comparing the
output signals with the input test signal, i.e., by
solving the inverse measurement problem. The
neural network technologies for solving the in-
verse problem in these researches are investigat-
ed in considerable detail. We will analyse the
methods of solving the inverse problem using
neural networks.

Thus, the works of J. Korbicz and D. Ma-
terassi [1, 2] offer the solution of the inverse
problem as a problem of statistical estimation,
for example, by the criterion of maximum like-
lihood. In this formulation, a discrete operator
approximates the continuous operator, and the
functional is defined on a discrete set as a func-
tion that is inverted to the likelihood function.

P.V.Tan, G. Millérioux, J. Daafouz,
B. Saggin [3, 4] also propose a method of statis-
tical regularization for solving an inverse prob-
lem. The method requires the knowledge of the
laws of distribution of the measured signal and
the interference, which is a rather severe limita-
tion.

In the research B. Cessac, C. Gonzalez [5, 6]
the inverse problem is considered as compensa-
tion of the dynamic components of the meas-
urement error. The problem of the algorithm
synthesis for determining the measured realisa-
tion of the sensor output signal is considered.
The synthesis of the algorithm is made based on
the criterion of minimum of the mean square of
the error signal with a spectral density centered
inside the lower and upper bounds of each fre-
quency. The solutions of filter synthesis problem
at non-stationary input random processes and
inaccurate impulse response are analysed. How-
ever, reducing a priori information and increased
errors result in reducing the degree of dynamic
error compensation [7, 8, 10—-13].
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Thus, all existing approaches to the identifi-
cation and prediction of defects in non-
destructive testing arecbased the use of test in-
put signals and it is difficult to implement into
practice [14—16].

The existing methods of non-destructive test-
ing are sensitive to the formation of an expert
knowledge base, which should contain basic
knowledge taking into consideration the "aging"
of the objects of control [9, 17-21]. These
methods cannot be used in close-to-real time. In
order to compensate the latter weakness, metro-
logical practices use neural network models,
which, however, are not designed for the entire
measuring channel of diagnostics.

The disadvantages of existing defect detec-
tion methods create the need to develop more
efficient, methods for detecting, identifying and
predicting defects of controlled objects.

The aim and problem statement

The aim of the article is to develop the meth-
odology of using neural network algorithms for
the classification of defects in non-destructive
testing systems. The aim results from the need to
automate the systems of non-destructive testing
and to increase their informativeness and relia-
bility.

The results of the research and them
discussion

The basic approach for solving difficult for-
malized problems is based on the use of many
neural network experts — a set of neural net-
works of different architecture with the mecha-
nism of solution integration (associative ma-
chine). Hence, a general block diagram of the
neural network system for identification of the
safe state of unmoving objects was developed

(Fig. 1).

Figure 1. Outline diagram of the neural network
identification system of non-destructive con-
trol signals
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When solving complex problems, there may
be a situation when the attempts to obtain a suit-
able solution, even when using different algo-
rithms that solve a single problem in parallel, do
not produce results. In this case, combining mul-
tiple algorithms into a composition allows to
find a solution to problem. When solving prob-
lems with the use of neural network methods
built on the use of multiple neural networks of
ensembles, the input data are processed using
several neural networks. The multilayer percep-
tron is integrates into the neural network ensem-
ble together with the radial basis neural network
and the Elman recurrent network. Each neural
network is trained using gradient methods with
combined heuristics. The advanced algorithms
for training the multilayer perceptron, radial ba-
sis network, and Elman recurrent network are
presented in Fig. 2—4 respectively. Before the
training procedure, all neural network experts
need to design their architecture, i.e., make the
right choice of the number of layers and ele-
ments in each layer. The number of neurons in
the input and output layers of all neural network
experts is determined by the conditions of the
problem under consideration. The number of
hidden layers must be selected in terms of the
complexity of the dependence that the network
must reproduce. For the expert represented by
the multilayer perceptron, based on the com-
plexity of the problem being under considera-
tion, three hidden layers were selected. In a ra-
dial basis neural network, as well as in the
standard model, it is only one hidden layer,
which is most often used, and it consists of radi-
al basis neurons. Only one layer of hidden neu-
rons was used in the Elman recurrent network.
After the number of layers being determined, it
is necessary to select correctly the number of
neurons in the hidden layers, and their number is
not directly determined by the output of the
problem being under consideration. In most cas-
es, the method of simplifying the network struc-
ture is inappropriate because networks operate
within the committee. The initialization of
computational neural structures with resources
that far exceed the needs of the computational
task leads to complication of experiments. To
solve this problem, each neural network expert
at the initial stage of the associative machine
functioning has a minimum number of neurons
in the hidden layers (for multilayer perceptron,
the initial number of neurons in the hidden
layers is 5, for the radial basis network it was
determined by the k means clustering procedure,
Elman network — 4 neurons).
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Figure 2. Learning algorithm using heuristic procedures for multilayer perceptron
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After predefining the architecture of all
networks, the gradual addition of neurons to the
hidden layers of the network was performed
until the required minimum standard error of
training was achieved.

Having determined the topology of neural
networks, the training methods are applied.
Gradient-based network training algorithms are
applied as long as the training error difference
for two adjacent iterations is greater than some
limit, if the error change value falls below a
predetermined limit, then, heuristics are applied.
The possibility of using heuristics decreased as
the network training process evolved, so that at
the initial stage of the training it would prevent
it from reaching the local minimum and allow
more detailed adjusting of the network
parameters at the final stages. We will consider
three groups of neural network training
algorithms: genetic  selection  algorithms,
gradient descent algorithms, back error
propagation algorithm. The algorithms using
gradient descent methods. The task of training
the network in the case of applying gradient
algorithms is considered as the task of
minimizing an a priori defined objective
function £(w). Gradient methods are related to
the decomposition of the objective function
E(w) into the Taylor series in the nearest
vicinity of the point of the available solution w.
In the case of the target function of many
variables w=[w, Wy, ]T , this

representation associates with the circle of the
predetermined point (at the start of the
algorithm, it is the starting point w,) in the

direction x. Such decomposition is described by
the universal formula:

Ewrx)=Em) +[pm] x+

+%-xT-H(w)-x+---= (1)

T
0 .
_g,ﬁ,...,ﬁ 1S the
ow, ow, Ow,

vector of the gradient and the symmetric square
matrix

where p(w)=V-& ={

R R
owow, owow,
Hw)=| .. .. .. ()
R %
| Ow, 0w, T ow,om,, |

is a second-order derivative matrix, and it is
called hessian.

X isused as a guide vector, which depends
on the actual values of the vector w. In practice,
the first three members of the series are more
often calculated, and the following are simply
ignored. To simplify the description of the
values of the variables obtained in the k& cycle,
they will be written with the lower index k.
Will consider w=w, the point of solution at
which the equality p(w,)=0 and minimum of
the objective functions &(w) is reached and the
hessian H(w) is non-negatively defined. Under
these conditions, the function at any point near
w, will be more important than at point w, , so
point w, is a solution that meets the criterion of
minimization of the objective function.

In the process of the minimum value of the
objective function searching, the search
direction p and step/ are selected so that a

condition &(w,,,) <&(w,) is fulfilled for each

subsequent
The minimum is being searched until the
gradient norm falls below the a priori set point
of the permissible error, or until the maximum
number of iterations is exceeded. The universal
optimization algorithm for training a neural
network can be represented in the following
form (we assume that the initial value of the
optimized vector is known and equaled
W =W,).

point Wi =W +1, %, .

Step 1: The convergence and optimality
check of the current value w, . If point w,
corresponds to the gradient conditions of
stopping the process, the calculation is
completed. Otherwise, go to step 2.

Step 2: The determination of the optimization
direction vector x, for point w, .

Step 3: The selection of the step size 7, in
direction X, in  which
E(w, +m, -x,) <&(w,) is met.

Step 4: The determination of the new
solution Wi =W, +1, - X, and its

condition

corresponding values &(w) and p(w,), and, if
necessary, H(w,) and return to step 1.

The conjugate gradient algorithm. This
algorithm differs from the general gradient
descent algorithm in the fact that hessian
information is not used when choosing the
minimization direction. Search direction x, is
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chosen in such a way that it is orthogonal and
conjugated to all previous directions
Xo, Xy, X 4y - Set of vectors x;, i=0,1,2,....k
will be mutually conjugated to matrix A of
coefficients of connection between the i
juncture of (L —1) layer or the k& juncture of the

iilayer if
X -A-p, =0, i#], 3)

The vector that satisfies the given conditions
looks like:

X1 =% Q- Dy “4)

where  p, = p(w,, is the actual value of the

gradient vector.

Formula (4) means that the new
minimization direction depends only on the
value of the gradient at solution point w, and
on previous search direction p, multiplied by
conjugation coefficient ¢ .

Error back propagation algorithm.
In general, the back propagation algorithm
represents the following sequence of steps:

Step 1: Initiate scales with small random
variables.

Step 2: If the stop condition is not met,
follow steps 3-10.

Step 3: Follow steps 4-9 for each training
pair.

Direct passage:

Step 4: Each input neuron x; =1...n receives
the input signal and propagates it to all the
hidden layer neurons.

Step 5: Each hidden layer neuron v; =1..q

sums its weighted input signals

hj=2wl.j-xl., %)
i=1

and applies the activation function to the number
obtained, generating an output signal
v, = f(h;), which is sent to all neurons in the

output layer.
Step 6: Each output neuron y,, k=1,2,..,.m
sums the weighted signals

q

hk=2wjk-xj, 6)
j=1

forming after using activation function the
output signal of the network: y, = f'(h,).
Back error propagation:

Step 7: Each output neuron matches its output
value with the desired objection function and
calculates 6, =(t, —y,)- f'(h,), after which the
correcting term of the weights is determined
Aw, =16, -v;, and the parameters &, are sent

to the neurons of the hidden layer.
Step 8: Each hidden layer neuron v, sums up

its 6 inputs from the neurons of output layer

By zzwjk I (7

k=1

the result is multiplied by a derivative of the
activation function to determine o Ik

8= 1) Yw, -6, ®)
k=1

and the correcting term is calculated:
Aw,; =16, Wy . 9)

Weight adjustment:
Step 9: The weights between the hidden and
the output layers are modified as follows:

wy (new) =w, (old)+ Aw,, . (10)

The weights between the input and hidden layers
are similarly adjusted:

w; (new) = w; (old) + Aw;; . (11)

Step 10: The stop condition is checked:
minimization of the error between the required
and actual network output. Using the flowchart,
the algorithm can be represented as follows
(Fig. 5).

The training stopping criterion of the neural
network in the identification process of non-
destructive control signals. In the process of
determining the parameters of the signals of
non-destructive control systems using a neural
network, the task arises to automatically
determine the degree of the similarity of the
measured signals, i.e., to determine the metric
(the distance between the signals).
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Figure 5. The flowchart of the back error propagation algorithm
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The simplest class of metric comparisons of
signals at the output of a device is the
comparison of the measured signals by their
shape for each time point. For example, the
maximum deviation of the signal amplitudes can
be compared, but such a metric is sensitive to
individual differences in the signal amplitudes

U = max; |al. -b

; (12)

where vectors a, and b, are the values of the
amplitudes of the compared input (signals).

Another criterion for an estimation can be the
root mean square deviation of the signal
amplitudes:

(13)

where n is the number of measurements in the
time sample of the input  signal.
The disadvantages of this method are:

— high sensitivity to the average difference
of the signals in the amplitude, which can lead
to an erroneous result in the case the signals are
slightly different in the mean in the amplitude;

— the non-destructive testing device has
different sensitivity to the distortion of the input
signal in different parts of the frequency range,
which is related to the amplitude-frequency
response of the measuring channel.

It means that the distortion of the compared
non-destructive control signals at low (0,01-
5 Hz) and midrange (5-20 Hz) will be greater
than at high (20-50 Hz). Thus, this metric
cannot consider the different sensitivity of the
device in different frequency bands, and when
comparing two different signals with white
noise will most likely conclude that, they are
completely different.

Another approach is the frequency-time
metric of the inputs of the non-destructive
testing device. To obtain this metric, the input
signals are first sequentially covered at small
intervals with some step A¢ in time and Af

frequency. At each of these intervals, the signal
is decomposed into a Fourier series, after which
a spectrum is constructed (without taking into
account the frequency phase components). The
obtained spectra are recorded in a two-
dimensional array (time, frequency) — the
spectrogram.

This metric can be compare with the values
of the amplitudes of the signals according to the
data of the perception by the device of one or
another frequency component, i.e., to make a
comparison by the formula

Ny 1 N 2
;%-Z_]:(Saﬁ—sz;ﬁ)

o, =1 . (14
N,-N,

where  Sa;, Sb; are two-dimensional
amplitude arrays of the spectrograms of two

input signals ¢ and b; N,, N, is the number

of the elements of analysis according to
frequency and time.
Coefficient o, depends on the sensitivity of

the measuring channel in the given j frequency

range of the amplitude-frequency characteristic
of the non-destructive testing device, the values
for which are obtained experimentally.

For this method, as well as for the amplitude-
time metric, it is also necessary that the signals
should contain equal energy, that is, the root
mean square deviation in the spectra for the
whole signal should be minimal. If compared to
the usual metric, the problem of comparing
signals with different amplitudes is practically
solved and the non-uniform sensitivity of non-
destructive devices to different frequency
components is considered.

To test this method of determining the metric
of the input signals, it is more correct to apply
the modification of this method: several k
frequency bands are sequentially allocated from
the spectrogram and they determine the standard
deviation. The chosen frequency bands are of
different widths because the content information
for the technological process within 0... 5 Hz is
greater than in the range from 20 to 40 Hz, and
therefore, the bands in the low-frequency range
are selected narrower than those in the high-
frequency one. Therefore, bandwidth Af in the

range from 0,01 to 40 Hz changes from
Af... =0,05 Hz to Af,, =5 Hz. Accordingly,

the number of elements of analysis N, for each

Jmax, = Joning
At,
change too. So, the expression (14) will take the

form:

k frequency band N, = will
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o, =2 . (1%

The advantage of this method is possibility
of comparing the input signals of the diagnostic
equipment processed by the low-pass filter to
reduce the amount of measurement information.
Such signals can only be compared in the
frequency bands that are special for the steady
state operation of the controlled object. In
addition, in this case, it is not necessary to store
the energy of the signals throughout the
frequency range when switching from one
constant mode of the controlled object to
another. With the correct energy conservation of
the signal in the frequency band, it is possible to
determine precisely the average difference of the
signals in this band. One of the disadvantages of
the method is the low resolution in both
frequency and time.

To reduce the impact of this disadvantage on
the performance of the neural network, the
entire frequency range input is divided into
several n bands. Depending on their importance
for the process characteristics and the accuracy
of measuring the parameters of the diagnostic
signals, the width of each band dF,, is different.

Similarly, the entire time interval of the analysis
of the similarity of the input signals is divided
into m  sub-intervals of time with different
widths dF, , within which the comparisons of

m?
the signals will be carried out. Thus, it is
possible to obtain the average deviation between
input signals in size range nxm:

Ny N

3.2 |Sa, ~Sb,]
O =5 : (16)
dF,-dT,

From the point of view of the extremum
search, it is more convenient to estimate not the
minima o©,, but the maxima /o, .

The analysis of the metric of the restored signal
by the neural network algorithm and the
reference input signal by the criterion of the
maximum 1/o,, makes it possible to determine

the parameters of the signal of non-destructive
control in the field of analysis.

The non-destructive testing devices output
signal is characterized by several frequency
components. The number of these components is
different for each continuous operation of the

control object. The presence of amplitude and
frequency fluctuations both within one and
during the transition to another stable mode of
the object is distinctive. These fluctuations, at
first sight, are not significant, but this leads to
the fact that the metric o,, of the compared

input actions (their actual energy) will be
distributed in several elements of the analysis,
which greatly complicates the search for the
extremum 1/o,, . Consequently, the time and

error of learning a neural network increase, in
some cases the neural network cannot train at
all. To eliminate this disadvantage, the
determination of the metric of the input actions
to be analysed must be done in three stages.

At the first stage, a sliding slice in the plane
"time-frequency" conducts a rough search for
the extremum. When found, the exact
determination of the elements of the analysis is
carried out by simultaneous time-and-frequency
analysis in the time and frequency gates — the
second stage. Initially, all the maxima that got to
the strobe are evaluated simultaneously, and if
by the results of the rough estimation the highest
maximum is really found, then the frequency
strobe further refines it. Since the output signal
has fluctuations in both amplitude and
frequency, it is necessary to clarify the location
of the maximum relative metric within the two
adjacent elements of the field "time-frequency"”
— the third stage. This approach eliminates the
ambiguity of the neural network training stop
criterion.

Conclusion

The proposed approach to the automation of
the systems of non-destructive testing with the
implementation of neural network technologies
is practically valuable. The detection, identifica-
tion, classification and prediction of the defects
of objects controlled by the neural network will
significantly improve the reliability of diagnos-
tics and constantly expand the knowledge base
of defects. The implementation of non-
destructive testing of neural network methods
will significantly reduce the uncertainty of deci-
sion making in the process of flaw detection.
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HeilipoceTreBasi cucteMa WACHTH(PUKAIMUM CHTHA-
JIOB HEPa3PYIIAIOIIEr0 KOHTPOJIS
Annomauyusn. Paccmompena memoouka ucnonv3o6a-
HUSL HEUPOCEeMeBbiX AN2OPUMMOE 8 CUCIEMAX Hepas3-
pywarowezo koumpons. Ilpusedena cmpyxmypHas
cxema Hepocemesoll  cucmembvl UOeHMUpUKayuu
CUSHANO08 OepheKMOCKONUU HENOOBUICHBIX 0OBLEKMOS.
Onpeoenena monoaocusi paouaibHOOA3UCHOU U pe-
KypeHmHou cemu Onomana Oas UHUYUATUZAYUL
Hetipocemesvix cmpykmyp. Ilpusedenvl memoowvl u
Kpumepuu 00yYenusi HelpoHHOU cemu 6 npoyecce
Hepazpyulaiowe2o KOHmpos 06veKma.

Knioueevie cnosa: mnepaspywarowuil KOHmMpOv,
HeUpoHHAas cemb, 0byueHue, HeonpeodeIeHHOCb,
depexm, OuasHoCmuKa.
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Heiipomepe:xxHa cucrema inentudikanii curasiis
HepYHHIBHOr0 KOHTPO0JII0

Anomauyin. Ilpobnema. Ananiz cywacrux cucmem
HEpYUHIBHO20 KOHMPOIIO NOKA3A6, WO 6 HUX 8I0cym-
HI Ak i0enmugbikayisn [ Kracugixayis eusseieHux oe-
hexmie, max I NPOZHO3YEAHHS IX  PO3GUMIKY.
Leti neOonix MooicHa ycyHymu, SKujo 8 pedlcumi pea-
JILHO2O 4ACY 3d OAHUMU NOMOYHOZ0 KOHMPOIIO 3d
00NnoMO20t0 THMENeKMyanbHol iHpopmayitiHoi cuc-
memu HepyuHi6HO20 KOHMPOIO KiacugiKyeamu i
OYIHIOBAMU MEXHIYHUL CMan 00 '€Kma KOHmMpOTIo.
Oonum 3 eapianmie po36’s13aHH Yb0O20 3A60AHHS €
BUKOPUCMAHHA HEUPOMEPENCHOI cucmemu HepyiiHie-
Ho20 Konmpomio. Mema — oOrpynmysamu Memoouxy
BUKOPUCMAHHA HEUPOMEPENCHUX ANCOPUMMIB Y CU-
cmemax Hepyunieno2o kowmponio. Mema obymose-
Ha HeoOXIOHICMIO asmomamu3ayii cucmem HepyuHi-
8HO20 KOHMPOTIo ma niosuuyerHs ix
ingpopmamusrocmi ma docmosiprocmi. Memooono-
2in. Pezynomamu ompumani na ocnogi ecebiunoeo
amanizy pe3yibmamis 3acmoCcy8anHs MHONCUHU Heli-
DOMEPEdHCHUX eKCNepmie — CYKYNHOCMI HeupOHHUX
Mepexc  pI3HOI  apXimekmypu 3  MeXamizmom
00’eonanns piutenv (acoyiamusna mawuna). 3a-
60aHHS HA OOCTIONCEHHS NOsA2AE 8 PO3POONeHHI ma
6CEOIMHOMY AHANIZT HEUPOMEPENCHUX CIMPYKMYp IH-
MeNeKmyanbHux CUcCmeM HepyUHIBHO20 KOHMPOIO.
Pesynomamu. [lpoeedeni O0ocaiodxcenus: 00360UMU
BUBHAYUMU MONONO2II0 PAdiantbHobA3UCHOT ma pexy-
penmuoi mepedici Enomana ons iniyianizayii Heupom-
Hux cmpykmyp. Busnaueno xpumepiii 3ynunku Ha-

BUAHHSL HEUPOHHOL Mepedici 3a yMosu i0enmuikayii

cueHanie cucmem HepylnieHozo koumpono. Takum

Kpumepiem 00pana mempuxa (8i0cmaHb Midxc cue-
Hanamu). 3a pesyromamamu 00CHiOdNCeHb 13 6CIEl
CYKYNHOCMI ~ MempuK 00pana  4acmomHO-4aco8d
mempuxa. Byro ecmanoeneno, wo 6 npoyeci 6uKopu-
CMAHHSL  4ACTOMHO-4ACO80I MEempUKU Kpumepiem
3YNUHKU — HABYAHMS HEUPOHHOI Mepedici 3a yMosu
i0enmugbixayii cuenanie cucmem HepyUHI6HO20 KOH-
mponio He 0008’53K060 30epicamu  enepeilo mec-
MOGUX CUSHALIE Y 6CLOMY YACMOMHOMY Olana3oHi 6
pasi nepexody 6i0 0OHO20 CMANO20 PeNcUMy 00 €Kma
odiazHocmuxy 00 iHut020. 3 Memor 30LIbUeHHs. PO3-
PI3HIOBANLHOL 30amHOCi Yb020 Memoody 5K 3d 4dc-
MOmOoI0, MakK i 8 4aci 3anponoOHOBAHO BUKOPUCHIOBY-
6amu  CMy208Ull HACMOMHUL AHANI3 Y MedHCax
KOJICHO20 4ac08020 GikHa nona auanizy. Minimym
CepeOHbO20 GIOXUNEHHST MINC 6XIOHUMU CUSHALAMU
cucmemu HepylHiBHO20 KOHMPOMO 6 001acmi po3-
Mipom  0Y6 npullHAmMull K Kpumepit 3yNuHKU Ha-
8uanHs HelpoHHoi mepexci. Heoonosnaunicme oyin-
KU KpUmepilo 3yNUuHKU HABYAHHS HEeUPOHHOI Mepedici
VCy8AEMbC MemoOOM YMOUYHEHHST MICYEpO3mauLy-
BAHHS EKCPEMYMY 6 MedHCax 080X CYCIOHIX eneme-
HmMi6 nona aumanizy «uac-uacmomay. Opucinanv-
Hicmb. Ynepwe Oyno 3acmocoéano memooonoino
MEempUKYU CUSHANG HEPYUHIBHO20 KOHMPOJIO Ol NO-
KpawjeHHs HABYaHHsi HeUpOHHOI Mepedici cucmemu
i0enmugbixayii  Oeghexmis 00 ’€Kmi6  KOHMPOIIO.
Ilpakmuune 3nauenna. Ompumani pe3yromamu
MOJICYymb Oymu 8UKOPUCIAHL OJisL PO3POONECHHSL THme-
JIEKMYANbHUX CUCTEM HEPYIHIBHO20 KOHMPOIO.
Kniouosi cnosa: nepyiinienuti KOHmpoab, HeUpoHHA
mepedca, HaBUaHH s, HedUsHaueHicmy, degekm, diae-
HOCMuUKaA.
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